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A novel approach to detect pedestrians and to classify them according to their moving direction and rel-
ative speed is presented in this paper. This work focuses on the recognition of pedestrian lateral move-
ments, namely: walking and running in both directions, as well as no movement. The perception of the
environment is performed through a lidar sensor and an infrared camera. Both sensor signals are fused to
determine regions of interest in the video data. The classification of these regions is based on the extrac-
tion of 2D translation invariant features, which are constructed by integrating over the transformation
group. Special polynomial kernel functions are defined in order to obtain a good separability between
the classes. Support vector machine classifiers are used in different configurations to classify the invari-
ants. The proposed approach was evaluated offline considering fixed sensors. Results obtained based on
real traffic scenes demonstrate very good detection and classification rates.

� 2010 Elsevier B.V. All rights reserved.
1. Introduction

The ability to detect and classify human beings is fundamental
in building intelligent systems for applications like visual surveil-
lance, robotics, autonomous vehicles, and driver assistance sys-
tems. In recent years, driver assistance systems have particularly
attracted attention of researchers all over the world. The principal
motivation is to minimize the number of deaths in car accidents.
Only in Europe, about 40,000 victims of car accidents have been re-
ported during 2007 [1]. Passive safety systems (like air bags and
belts) can decrease the number of fatal accidents, while active
safety systems can reduce the number of accidents. Additionally,
passive safety systems are designed to protect the car drivers
and passengers, whereas active systems can extend this protection
to other traffic participants. Thus, one of the most important tasks
of active safety systems for urban environments is the recognition
of pedestrians.

Pedestrian recognition is a challenging task due to the variabil-
ity of their appearances and poses. Moreover, the background of a
traffic scene is incredibly unpredictable, which makes the pedes-
trian segmentation especially difficult. Various kinds of vehicle-
based sensors are used to solve this task. Commonly used sensors
are passive imaging sensors using visible light and infrared (IR)
ll rights reserved.
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radiation, as well as active time-of-flight sensors, such as radar
and lidar scanners. Imaging sensors are widely used because of
their high lateral resolution and low cost, but extracting informa-
tion from them involves substantial amount of processing. Further-
more, these sensors are very sensitive to the environment
illumination and weather conditions. Time-of-flight sensors pro-
vide information about objects distances, but they do not deliver
enough data to perform a complex classification. These two types
of sensors complement each another, and their fusion is expected
to present better results than single-sensor systems [2].

This paper presents a new method of detecting pedestrians and
classifying them according to their movement patterns. The ap-
proach is based on the signals of an IR camera and a lidar scanner
as well as the extraction of invariant features. Recent works to de-
tect pedestrians using infrared cameras can be found in [2–4]. All
of these works are based on the fusion of several imaging sensors
data. Stereo-infrared is used in [3], while [2] and [4] fuse visual
and IR data. Approaches that use time-of-flight sensors are de-
scribed in [5–7]. The fusion of image and time-of-flight sensors
has been studied in [8–11]. All these works are limited to the
detection of pedestrians. Some approaches to classify human
behavior were developed in [12–14]. In [12], human behavior esti-
mations are made in the context of video surveillance, while in [13]
motion patterns are used to avoid vehicle-to-pedestrian collisions.

To recognize pedestrians, a representative set of features has to
be extracted from the raw data. State-of-the-art techniques use fea-
tures based on shape, motion or depth information. Some of the
detect and classify pedestrians using invariant features, Informat. Fusion
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Fig. 1. Camera output: digital video G for k 2 {0, 1, 2, 3}.

A B C
Fig. 2. Resulting hot spots hq

k from an infrared image. A: infrared image showing
five pedestrians. B: Ten hot spots hq

k resulting from applying a threshold. C: Ten ROIs
determined by the hot spots and the lidar information (all pedestrians were
extracted).
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features used for shape-based detection are size and aspect ratio of
bounding boxes [3], Haar wavelets [15], Haar-like wavelets [11],
pose-specific linear (PCA) features [16], active contours [17], invari-
ant features [18], scale-invariant DoG features [19,20], intensity
gradients [21] and their histograms [22,23]. Typical motion features
include signal moments [24,25], symmetry characteristics of the
legs [14,26], gait patterns [24,27] and motion patterns [28]. A com-
bination of shape and motion information is presented by Viola
et al. [29] in order to detect pedestrians in low-resolution images
under difficult weather conditions. Global appearance changes
caused by pedestrian articulations and different viewpoints are
considered in [30]. Tracking techniques are often used in pedestrian
detection as well. In [31], the speed and the size of segmented ob-
jects are used to create hypotheses, which are verified with a vision
system. The fusion of clustered objects in four horizontal laser
planes is presented in [5]. In [6], objects are tracked, and their
shapes are recursively estimated in order to detect pedestrians.

The features extracted from the raw data must be classified.
Various types of classifiers are used to distinguish pedestrians from
other objects. Some of the commonly used classifiers are Support
Vector Machines (SVMs) [2,15,16,22,27], AdaBoost [29] and vari-
ous types of neural networks.

The presented approach is based on the extraction and classifi-
cation of invariant features resulting from the fusion data of an IR
camera and a lidar scanner. The principal objective of this work is
to obtain more relevant information about the traffic participants
than that achieved through a simple detection. The most important
contribution of this paper is that pedestrians are not only detected,
but also classified according to their movements, which is achieved
without using any tracking technique or movement analysis. Both
detection and classification are performed through different fusion
levels. Additionally, the proposed invariants are compared to the
well-known Histograms of Oriented Gradient (HOG) features
[32]. As shown later, classification results based on the presented
features outperform those based on HOG. The improvement over
HOG is particularly significant in the classification of the pedes-
trian movements. Although the presented results are generated
offline, the obtained classification rates show that the proposed
method is a promising approach, as it can be easily adapted to real
application conditions.

This paper is organized according to the different data fusion
levels considered. Section 2 describes the first data fusion, which
is performed at a signal level on the IR and lidar data in order to
determine regions of interest (ROI) in the IR pictures. Section 3 pre-
sents the extraction of invariant features from the ROIs, which re-
sults in a spatio-temporal fusion. The latest fusion level, analyzed
in Section 4, is performed by the classification of the features
through different SVM configurations. Finally, Section 5 presents
detection and classification results and compares the proposed
method to the HOG approach.

2. Extraction of regions of interest

2.1. Sensor signals: lidar and infrared camera

The presented approach is based on two sensors: an infrared
camera and a lidar scanner. The infrared camera yields information
about shape and temperature of the objects in the traffic scene in
form of a digital video. The video, denoted by G, can be defined
as a sequence of frames in the time:

G ¼ hgkðmÞ; k 2 f0; . . .gi: ð1Þ

Each video frame has a size of M � N pixels and is represented by:

gkðmÞ :¼ gðm; kDtÞ; ð2Þ
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where m = (mDx,nDy)T with m 2 {0, . . ., M � 1} and n 2 {0, . . .,
N � 1}. The recording speed is one frame per Dt seconds. The vari-
ables Dx, Dy, M, N and Dt are setup parameters of the camera. Fig. 1
schematizes the definition of G.

The used lidar scanner performs a one-line scan of the scene
with an angular resolution of Du and an aperture angle of 180�.
The scene is completely scanned each Dt seconds. Thus, the lidar
signal D can also be described as a sequence in time:

D ¼ hdk
w; k 2 f0; . . .gi; ð3Þ

where dk
w :¼ dðwDu; kDtÞ and w 2 {0, 1, . . ., W = 180�/Du}. The signal

dk
w gives the distances to the objects in the scene, whose positions at

the point in time kDt coincide with the scanning angles wDu.

2.2. Preprocessing of the infrared video

The intensity values of the infrared video G depend on the tem-
perature of the imaged objects: the warmer an object is, the bright-
er it appears on the IR pictures. Because the temperature of the
human body is mostly higher than that of its surroundings, people
appear as bright objects in IR pictures. However, because of the iso-
lating properties of some clothes, the body of a person can seldom
be imaged as a whole warm object. Generally, only hands and
heads appear clearly brighter than the surroundings [33,34]. Tak-
ing this into account, all warm objects on an IR picture can be seg-
mented by a simple threshold. In this way, the information of the
complete scene is reduced only to those objects that, due to their
temperature, could potentially be part of a human body. If the
intensity value n represents the minimal possible temperature
associated with a human body, then the result of the threshold
for a frame gkðmÞ 2 G can be defined as follows:

�gkðm0Þ ¼ þ1 gkðm0ÞP n

�1 elsewhere:

(
ð4Þ

The positive values of ğk(m) are clustered according to their prox-
imity by means of morphological operations. The resulting hot spots
are labeled by an index qk 2 {1, . . ., Qk} and denoted by hq

k . Each of
the extracted Qk hot spots is considered a potential human head
(See Fig. 2B). If occlusion is not considered, the resulting hot spots
hq

k include all human heads in the scene. In other words, this proce-
dure step produces no false negatives. However, in urban scenes,
detect and classify pedestrians using invariant features, Informat. Fusion
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Fig. 4. A: Simulation of a traffic scene with four pedestrians. B: Hot spots hq
k from

ğk(m), with Qk = 5 (one of the extracted hot spot does not correspond with a
pedestrian). C: lidar objects op

k , with Pk = 6 (one pedestrian was clustered incorrectly
as two different objects).
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there are many objects, like car parts, traffic signals, building win-
dows, etc., that also generate hot spots in ğk(m). On average, around
80% of the extracted hot spots are related to non-pedestrian objects,
i.e., to false positives. This set of non-pedestrian objects should be
discarded by the detection process described later.

2.3. Preprocessing of lidar data

For each value of k, the lidar values dk
w are also grouped accord-

ing to their proximity. The used clustering algorithm is presented
in [35]. It is considered that each resulting group forms part of
the same object in the real world. These lidar objects are labeled
by an index pk 2 {1, . . ., Pk} and denoted by op

k . The distance be-
tween the sensor and the center of gravity of each object op

k is given
by dwðop

kÞ [18,35].

2.4. Lidar and infrared data correlation

As the camera and lidar speeds have been defined to be equal,
both sensors are synchronized. Now, the signals must be registered
in order to associate each hot spot hq

k of the IR signal with a lidar
object op

k . To obtain a correlation between the infrared and lidar
data, both sensors are vertically aligned with the camera over the
lidar sensor (see Fig. 3). In this way, the scanning projection of
the lidar sensor coincides with the horizontal projection of the
camera. An equivalence relation can be established between the
coordinates mDx and wDu for a certain point in time kDt as
follows:

mDx ¼ M � 1
2ðcosðwmaxuÞÞ

cosðwDuÞ þM � 1
2

; ð5Þ

where w is now defined only in the range of interest, which coin-
cides with the camera’s field of view: w 2 {wmin, . . ., wmax} with
cos(wmax) = �cos(wmin). The described equivalency between the
coordinates of both sensors is denoted by m � w. A hot spot hq

k

and a lidar object op
k belong to the same object in the real world,

if their respective coordinates m and w are equivalent. Now, a dis-
tance dmðhq

kÞ can be established to each hot spot, where
dmðhq

kÞ ¼ dwðop
kÞ for m �w. Fig. 4 illustrates the correspondence be-

tween hot spots hq
k and lidar objects op

k .

2.5. ROI

As already mentioned, each hot spot hq
k is potentially considered

to be a human head. Starting from the position of each hq
k , the com-

plete hypothetical human body must be extracted from gk(m). A
generic pedestrian size of 2,m � 1,m is defined in world coordi-
LIDAR

IR camera

Fig. 3. Sensor platform setup.
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nates. Now, this real world size must be brought to image coordi-
nates for each hot spot hq

k. This can be performed using the
corresponding distances dmðhq

kÞ and a pinhole camera projection
model. Then, for each potential human head hq

k , a region of Mq � Nq

pixels is defined, which may contain the complete body. These
ROIs are denoted by rk

qðmqÞ, where mq = (mqDx,nqDy)T with
mq 2 {0, . . ., Mq � 1} and nq 2 {0, . . ., Nq � 1}. The size of rk

qðmqÞ is
a function on q, i.e., a function on the distance dmðhq

kÞ (See Fig. 2C).
The presented approach constitutes a system with memory.

This means that the classification results at a time point k = a de-
pend not only on the actual signal values ga(m) and da

w, but also
on the previous values of gk(m) for k < a. To consider past IR infor-
mation, each ROI rk

qðmqÞ is extracted not only from gk(m), but also
from K frames in the past. Then, the final ROI can be defined as a
sequence:

Rq
k ¼ hr

k0

q ðmqÞ; k0 2 fk; . . . ; k� Kgi; ð6Þ

where, as mentioned before, K defines the number of frames ob-
served in the past. Fig. 5 illustrates the extraction of two ROIs.

As mentioned Mq � Nq depends on the distances dmðhq
kÞ. This

dependency must be avoided in order to suppress scale transfor-
mations. For this purpose, the sizes of all ROIs Rq

k are scaled
through interpolation to a normalized size �M � �N. The resulting
normalized ROIs are denoted by:

�Rq
k ¼ h�r

k0

q ð �mÞ; k0 2 fk; . . . ; k� Kgi; ð7Þ

where �m ¼ ð �mDx; �nDyÞ T with �m 2 f0; . . . ; �M � 1g and ň 2 {0, . . .,
Ň � 1}.

This section has described the extraction of ROIs from the IR vi-
deo signal G. The complete process results in a data in-data out
(DAI-DAO) fusion [36]. Fig. 6 illustrates the ROI extraction method.
detect and classify pedestrians using invariant features, Informat. Fusion
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Fig. 5. Extraction of R1
k and R2

k for K = 2 and dmðh1
k Þ < dmðh2

k Þ.

Threshold Clustering
Object 

association

LIDARCamera

ROI
DAI-DAO

Norm.

Fig. 6. Scheme of the ROI extraction process.
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3. Extraction of invariants

The normalized ROIs �Rq
k are the patterns that must be classified.

This classification is based on invariant features extracted from
each �Rq

k . In this section, an approach to construct these invariants
by integration will be presented.

3.1. Invariants by integration

Objects in the real world can be affected by transformations, but
that should not alter their classification. These transformations in
the real world induce transformations in the pattern space. For a
recognition task, different patterns are considered equivalent if
they convey to each other through an induced transformation
[37]. An induced transformation T(t) on a pattern �Rq

k is defined
as a bijective mapping [38]:

T : ð �Rq
k; tÞ#TðtÞ �Rq

k 8t 2 T ; ð8Þ

where T is the set of all transformation parameters t. The set of all
transformations is denoted by TðT Þ ¼ f TðtÞ j t 2 T g. The transfor-
mation set TðT Þ defines an equivalence relation in the pattern
space, where �Rq

k � TðtÞ �Rq
k for all t 2 T [38].

A feature ~f l is called invariant if, for a given transformation set
TðT Þ, it remains constant for all equivalent patterns:

~f lð �Rq
kÞ ¼ ~f lðTðtÞ �Rq

kÞ 8t 2 T : ð9Þ

If the set TðT Þ forms a compact group, then an invariant ~f lð �Rq
kÞ can

be constructed by integrating over this group [37–39]:

~f lð �Rq
kÞ ¼

1
jTðT Þj

Z
T

f lðTðtÞ �Rq
kÞdt; ð10Þ

where f lðTðtÞ �Rq
kÞ :¼ f ð TðtÞ �Rq

k;wlÞ is a real function of the trans-
formed pattern and a parameter vector wl. This function is called
Please cite this article in press as: A. Pérez Grassi et al., Information fusion to
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kernel function. The factor jTðT Þj normalizes the result with respect
to the group volume.

As defined in Eq. (7), the ROI �Rq
k is a discrete signal. If the trans-

formation is discretized by defining T ¼ ft0; . . . ; tðT�1Þg, then the
integral in Eq. (10) can be replaced by a summation:

~f lð �Rq
kÞ ¼

1
jTðT Þj

X
T

f lðTðtÞ �Rq
k; Þ: ð11Þ

The calculation of the transformed pattern TðtÞ �Rq
k for each value

t 2 T is computationally intensive. A more efficient solution is to
perform the transformation T(t) not on the pattern but on the
kernel function [37]:

TðtÞff lð �Rq
kÞg ¼ f lðTðt�1Þ �Rq

kÞ ¼ f l
t ð �R

q
kÞ; ð12Þ

where f l
t denotes the transformed kernel function. Eq. (11) can be

rewritten as follows:

~f lð �Rq
kÞ ¼

1
jTðT Þj

X
T

f l
t ð �R

q
kÞ ð13Þ
3.2. Transformation group

For the detection and classification of pedestrians, the 2D trans-
lation constitutes the transformation group of interest. In this case,
the transformation parameter is given by the translation vector
t: = (iDx, jDy)T, where i 2 f0; . . . ; �M � 1g and j 2 {0, . . ., Ň � 1}. In or-
der to obtain invariants by integration, the translation in the ROIs
must be considered cyclical. This way, the transformation group
becomes compact. The transformed normalized ROI can be defined
as follows:

TðtÞ �Rq
k ¼ �rk0

q ð �mþ tÞk0 2 fk; . . . ; k� Kg
D E

ð14Þ

where, for ease of exposition, the modulo of M and N (necessary to
consider the translation cyclical) has been suppressed from the
notation. Finally, after introducing this transformation group in
Eq. (11), the invariant feature can be written as follows:

~f lð �Rq
kÞ ¼

1
�M �N

X�M�1

i¼0

X�N�1

j¼0

f lðTðtÞ �Rq
kÞ: ð15Þ
3.3. Kernel function

The kernel function should be constructed to extract from �Rq
k all

relevant information for its classification. For this approach, the
parameter vector of the selected kernel function is given by:

wl :¼ ðUl;Vl; s;hðul;v lÞ; eðsÞÞ; ð16Þ

where Ul;Vl 2 N and s 2 Z. The fourth element of wl is a function of
the variables ul 2 {0, . . ., Ul � 1} and vl 2 {0, . . ., Vl � 1}, where
hðul;v lÞ 2 N0. The last parameter is a function of s defined as
follows:

eðsÞ ¼
K jsj 6 g
K � f jsj > g;

�
ð17Þ

where g; f 2 N.
The selected kernel function fl is a polynomial consisting of

e(s) + 1 terms defined as follows:

f lð �Rq
kÞ ¼

Xk�eðsÞ

k0¼k

YVl�1

v l¼0

YUl�1

ul¼0

½�rk0

q ðulÞ�hðul ;v lÞ; ð18Þ

where ul = (ul + s(k
0 � k),vl)T. Fig. 7 shows an example of a kernel

function f lð �Rq
4Þ for Ul = 2, Vl = 2, s = 1, h(ul,vl) = 2 and g = 4, using

K = 1 and letters to represent intensity values.
detect and classify pedestrians using invariant features, Informat. Fusion
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As expressed in Eq. (18) and as illustrated in Fig. 7, the summa-
tion over k

0
causes that each term of the polynomial collects infor-

mation from a different frame. The expression s(k � k
0
) induces a

horizontal displacement on the coordinates of each polynomial
term. This displacement is inversely proportional to k

0
, and its

direction depends on the sign of s. The meaning of the parameter
s can be understood by interpreting the extraction of a ROI as the
observation of the scene through a window given by �rk0

q ð �mÞ. For
k
0
= k, i.e., for the actual frame, the pedestrian will be approxi-

mately in the center of �rk0¼k
q ð �mÞ. On the other hand, if the pedes-

trian is moving horizontally, he or she will appear in �rk0<k
q ð �mÞ

towards the left or the right side depending on his/her direction
and speed (see Fig. 8). By adjusting s, the kernel function can be
configured to ‘‘look for” pedestrians in the past. In this way, it is
possible to construct kernel functions that are more sensitive to
one movement than to others, which finally produces a bigger sep-
arability between the classes.
e f

g h

a b

c d

Fig. 7. Example of a kernel function.

Fig. 8. Five different ROIs �Rq
k with K = 3. The five ROIs present pedestrians and have

been aligned according to their classes: running to the left, walking to the left, no
movement, walking to the right, running to the right. The small squares on each
�rk0

q ð �mÞ represent the calculation of a polynomial term of the kernel function.
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Additionally, the faster a pedestrian moves, the shorter the time
in which he appears in �Rq

k will be. This fact is considered through
the function e(s), which cuts the polynomial according to the
searched speed. In this way, much of the information about the
background is suppressed in the calculation of ~f l, when pedestrians
are moving fast. This produces features that are more robust for
this kind of movement. Fig. 8 shows an interpretation of the kernel
function and its parameter s in relation with the pedestrian’s hor-
izontal displacements.

As introduced in Eq. (12), the transformation T(t) can be in-
duced on the kernel function. From Eq. (18) and considering 2D
translation, the transformed kernel function can be written as
follows:

f l
ijð �R

q
kÞ ¼

XkþeðsÞ

k0¼k

YUl�1

ul¼0

YVl�1

v l¼0

½�rk0

q ðul þ tÞ�hðulþi;v lþjÞ:

Rewriting Eq. (15) for the transformed kernel function yields:

~f lð �Rq
kÞ ¼

1
�M �N

X�M�1

i¼0

X�N�1

j¼0

f l
ijð �R

q
kÞ ð19Þ

By defining different kernel parameters wl, a vector of invariants
can be constructed for each ROI ~fð �Rq

kÞ ¼ ð~f 1ð �Rq
kÞ; . . . ;~f Lð �Rq

kÞÞ, with
L 2 N.

The whole invariant extraction process can be described as a
data in-feature out (DAI-FEO) fusion process [36] (see Fig. 9). As
the kernel function is given by a polynomial, whose terms collect
information about different frames (that is on different times),
the calculation of this polynomial can be interpreted as a spatio-
temporal fusion given by RUl�Vl�ðeðsÞþ1Þ ! R.
4. Detection-classification

An SVM is used for the classification of the invariant vectors
~fq

k :¼ ~fð �Rq
kÞ. This classifier has a generalization performance equally

or significantly better than competing methods [40]. This property
is fundamental for the classification of pedestrians, which exhibit a
big shape, size and posture variability.

For this work, six classes c have been defined according to
pedestrians directions and speeds. The set of all classes is defined
as C ¼ f0;1;2;3;4;5g, where c 2 C. The class corresponding to a
certain feature vector ~fq

k is denoted by cq
k . The class c = 0 corre-

sponds to a non-pedestrian, i.e., objects that are warm enough to
be extracted from the IR video, but that are not persons. The
remainder of the classes c from 1 to 5 correspond respectively to
a pedestrian who is not moving, walking to the right, walking to
the left, running to the right, and running to the left. How to differ-
entiate between walking and running is not strictly defined by gate
analysis criteria, but it is based on the manual classification per-
formed by a group of drivers.

Three approaches have been studied for performing the classi-
fication of the pedestrians. The simplest method, which will be
DAI-FEO

Spatio-Temporal
fusion

Fig. 9. Invariant extraction.

detect and classify pedestrians using invariant features, Informat. Fusion
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referred to as approach A, consists in training an SVM with the six
described classes (see Fig. 10A). In this case, for each feature vector
~fq

k , a classification value cq
k 2 C is obtained. This process can be

described as a feature input-decision output (FEI-DEO) fusion
[36]. As will be shown in Section 5, the results of this method
are promising.

The second approach, called approach B, looks for an improve-
ment in the detection rate, that is the recognition of non-pedestri-
ans, with respect to approach A. This method includes separating
the detection from the classification and in using the output of
the first one as an extra input feature for the second one (see
Fig. 10B). In this case, a first SVM (detection SVM) is trained only
with two classes: pedestrian (z = 1) and non-pedestrian (z = 0).
The output of this SVM is a decision by itself, but for the complete
system it is a new feature. Thus, from the complete system point of
view, this detection process can be described as feature in-feature
out (FEI-FEO) fusion [36]. A feature vector ðzq

k;
~fq

kÞ forms the input to
a second SVM (classification SVM), which was trained with all clas-
ses in C. The complete classification method can be described as a
FEI-DEO fusion, which is performed by the concatenation of a FEI-
FEO and a FEI-DEO fusion process. As will be shown in Section 5,
the detection results are improved with respect to approach A,
but the classification performance decreases.
SVM
detection

SVM
classification

FEI-DEO

FEI-FEO

FEI-DEO

SVM
classification

FEI-DEO

SVM
detection SVM

classification

yes no

FEI-DEO

FEI-DEO
FEI-DEO 

A

B

C
Fig. 10. Feature classification.
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The last approach, approach C, integrates the two previous
methods to combine both advantages: a high rate of detection
and classification. Again, two classifiers are used, a detection
SVM and a classification SVM, but this time the detection result
zq

k is considered to be a decision (see Fig. 10C). If the detection is
negative zq

k ¼ 0, the feature vector ~fq
k is classified directly as a

non-pedestrian ck
q ¼ zk

k ¼ 0. If, on the contrary, zq
k ¼ 1, then the fea-

ture vector ~fq
k is classified by the classification SVM, which is

trained with all classes in C. The including of class c = 0 in the clas-
sification SVM allows to correct false positives of the first classifier.
As in the previous approaches, the complete classification system
constitutes a FEI-DEO fusion. A comparison of the three proposed
classification methods is presented in the following section.
5. Results

In order to train and test the different SVMs, a database of IR
videos G ¼ fGbjb 2 f1; . . . ;Bgg and lidar signals D ¼ fDbjb 2 f1;
. . . ;Bgg of real traffic scenes has been recorded. The set of all ROIs
extracted from G and D is denoted by R. The set of invariants vec-
tors calculated for all ROIs in R is represented by F .

The presented results are obtained by a K-fold cross validation.
The original set R is partitioned into K disjoint sets. A single set is
retained as validation data, and the remaining K� 1 sets are used
as training data. This process is repeated K times (the ‘‘folds”). Fi-
nally, the classification results of all folds are averaged. The average
classification rate of a class c in a class c

0
is denoted by �pc;c0 ðFÞ. The

rate �pc;c0 ðFÞ represents a correct classification if c = c
0

and a false
one if c – c

0
. The average percentage of correct classifications con-

sidering all classes is represented by �pðFÞ ¼ 1
jCj
P

c
�pc;cðFÞ. The SVM

used in this work is the LIBSVM [41]. Further, the presented results
are generated with radial kernel functions, while the SVM param-
eters are optimized according to the training sets.

For the presented results, R is constituted by 44 examples of
each class. Ten folds are performed using each time 9/10 of R to
train and 1/10 to test. A list of L = 200 polynomials has been de-
fined ð~fq

k 2 R200Þ. The kernel function parameters are given by
Ul,Vl 2 {3, . . ., 15}, s = {�20, 0, �15, 20, 30}, g = 20 and K � f = 3.
The selection of K determines how much the system will consider
the past. The different approaches will be trained and tested with
values of K varying from 0 to 5. The K that yields the maximal
�pðFÞ will be selected.

As described in Section 4, the first proposed classification ap-
proach (approach A) includes performing the classification with
one SVM (see Fig. 10A). Fig. 11 plots the obtained values of �pðFÞ
for different values of K. For approach A, the best �pðFÞ ¼ 86:35%

is achieved with K = 4. Table 1 shows the values of �pc;c for all classes
using approach A and K = 4. Table 2 shows the corresponding con-
Approach A

Approach B
Approach C

Detection

0
0

1 2 3 4 5

10
20
30
40
50
60
70
80
90

100

Fig. 11. Average correct classification rate �pðFÞ for different values of K and
different classification approaches.
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Table 3
Classification confusion matrix using an SVM for the detection and one for the
classification, where the output of the first one is a feature input for the second one
(see Fig. 10B). Values given in percent (%).

c

0 1 2 3 4 5

c
0

0 100 12 13 7 9 5
1 0 89 0 3 3 2
2 0 0 76 3 7 3
3 0 0 0 73 3 13
4 0 0 12 3 76 3
5 0 0 0 13 4 76

Table 4
Classification confusion matrix using an SVM for the detection and one for the
classification, where the second SVM is performed only in the case of a positive
detection (see Fig. 10C). Values given in percent (%).

c

0 1 2 3 4 5

c
0

0 100 0 0 0 0 0
1 0 100 0 3 3 2
2 0 0 82 0 0 3
3 0 0 0 77 3 13
4 0 0 18 3 90 0
5 0 0 0 18 4 83
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fusion matrix. The principal false classification rates are between
walking and running classes in the same direction, where the max-
imum is given by �p5;3ðFÞ ¼ 16:5%. Additionally, 7% of non-pedestri-
ans are classified as not moving pedestrians (false positives), and
12% pedestrians are classified as non-pedestrians (false negatives).

Approach B performs the classification in two steps, one for the
detection and one for the classification. The detection results are
incorporated to the classification as new features (see Fig. 10B).
The first step is to train the detection SVM with the classes pedes-
trian and non-pedestrian. With this objective, a new training list
Rdet � R is generated with 32 non-pedestrians and 32 pedestrians,
where the pedestrians are selected from the different classes c > 0
in a proportional way. Now, the best value of K must be selected for
the detection SVM. As shown in Fig. 11, �pðFÞ gives �95% for K = 3,
4, 5. Then, the detection is performed with K = 3. In this case, the
detection SVM gives �p01ðFÞ ¼ 0% false positives and
�p10ðFÞ ¼ 5:9% false negatives. The next step is to search the opti-
mal K for the classification SVM. Fig. 11 shows that K = 4 yields
the best results for the classification SVM. The final values of
�pc;cðFÞ for this approach are shown in Table 1. There are no mis-
classifications for the non-pedestrian class, i.e., �p0;c>0 ¼ 0. For
c > 0, the classification performance is lower than for approach A.
The resulting classification confusion matrix is shown in Table 3.
Although the false negative rate given by the detection SVM was
of 5.9% the classification SVM elevates this number considerably.
The false positive rate remains zero.

The approach C combines the advantages of the previous meth-
ods by using the detection result as a trigger (see Fig. 10C). For the
detection SVM all previous results remain valid. As plotted in
Fig. 11 for this approach, the best value of K for the classification
SVM is 4. The resulting values �pc;cðFÞ are shown in Table 1. Ap-
proach C achieves a general improvement in the classification per-
formance with respect to approaches A and B. Table 4 shows the
confusion matrix. This approach presents a reliable detection rate,
with 0% false positives and 5.9% false negatives. The other values of
�pc;c0 ðFÞ, for c,c

0
> 0, remain in the same order as in approach A.

Fig. 12 shows some images and their corresponding classification
results. The classification results do not depend on the number of
Table 1
�pc;cðFÞ for approaches A, B and C.

Class Approach A
(%)

Approach B
(%)

Approach C
(%)

Non-pedestrian (c = 0) 93 100 100
No movement (c = 1) 90 89 100a

Walking to the right
(c = 2)

85.5 76 82

Walking to the left (c = 3) 78.5 73 77
Running to the right

(c = 4)
84.5 76 90

Running to the left (c = 5) 81 76 83

a Detection true positive rate is 94.1%.

Table 2
Classification confusion matrix using one SVM (see Fig. 10A). Values given in percent
(%).

c

0 1 2 3 4 5

c
0

0 93 10 0 0 0 2
1 7 90 0 2.5 2.5 2
2 0 0 85.5 0 6.5 2.5
3 0 0 0 78.5 2.5 12.5
4 0 0 14.5 2.5 84.5 0
5 0 0 0 16.5 4 81
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pedestrians. Thus, if no occlusion is considered, the extension of
the presented results to more complex scenes is straightforward.
5.1. Comparison with HOG

Histograms of Oriented Gradients (HOG) are well-known fea-
tures used for pattern recognition. They were first applied by Dalal
Fig. 12. Classification results.
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Fig. 13. ROC curve comparing the HOG method with the proposed features.

Table 5
Classification confusion matrix using approach C and HOG features.

c (%)

0 1 2 3 4 5

c
0

0 91 0 3 3 5 0
1 0 88 5 11 5 5
2 2.5 3 61 5 18 5
3 0 5 11 63 3 19
4 6.5 0 12 3 52 10
5 0 4 8 15 17 61
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and Triggs in the scope of pedestrian detection [32] and were also
used in several other works [22,15,42,43].

Two comparisons are presented. The first one analyzes the
detection performance of the proposed features on single gray-le-
vel frames. For this purpose, the Daimler Pedestrian Classification
Benchmark [44] is used to test both methods. This database con-
sists of grayscale labeled images representing pedestrian and
non-pedestrian classes. From this database, 1000 images of each
class (pedestrian, non-pedestrian) are used to train the SVM, while
a disjoint set of images of the same size is used to test it. For the
HOG method, square cells with 20-pixel sides, blocks of two cell
and nine histogram bins per cell were used to calculate the fea-
tures. L2 norm was selected as a contrast normalization scheme
[32]. For the method proposed in this work, 200 features were gen-
erated using the same ranges for the kernel function presented in
the previous section and K = 0. Fig. 13 presents the resulting ROC
curve. This curve shows that the proposed method achieves a sig-
nificantly higher true positive rate with the same rate of false pos-
itives as the HOG approach.

The previous analysis involves only the detection performance
of the proposed features in gray-level images. Further, the pre-
sented method was compared with the HOG method using K
frames of IR videos. To adapt the HOG method to the proposed spa-
tio-temporal fusion, the HOG features were calculated on each im-
age separately and then concatenated. The following comparison is
based on the approach C described above. The first step consists in
finding the best values of K for the detection and classification
SVMs when using HOG features. Proceeding as described in Section
5, the best values of K for HOG features are K = 0 and K = 1 for the
detection (91% true negatives and 93% true positives) and classifi-
cation SVMs respectively. As shown in the previous section, K = 3
and K = 4 are the best values of K for the proposed invariant fea-
tures. Table 5 shows the confusion matrix resulting from the
HOG features. Comparing these results with those of Table 4, it
Please cite this article in press as: A. Pérez Grassi et al., Information fusion to
(2010), doi:10.1016/j.inffus.2010.06.002
can be concluded that the presented method improves all classifi-
cation rates. The most significant improvement is given by the
classification rate of pedestrian movements (walking and running
in both directions), where the improvement is between 20% and
40%.
6. Conclusion and outlook

This paper presented a new approach to classify pedestrians
according to their horizontal movements. The classification is
based on the extraction of invariant features — no tracking or
movement analysis have been incorporated. The developed meth-
od achieves a detection rate of 95%, and classification rates ranging
between �80% and 95%, which are significantly superior to those
achieved with HOG features. These results demonstrate the poten-
tial of the proposed method in classifying pedestrians. Addition-
ally, other traffic participants, such as cyclists, children and
animals can be incorporated to the classification. Time restrictions
as well as the consequences of the sensor displacement remain an
open issue, but they can be generally overcome and will be in the
scope of future investigations.
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