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Deflectometric Measurement of Specular Surfaces
Sören Kammel and Fernando Puente León, Senior Member, IEEE

Abstract—Even small variations of the curvature of a surface
may cause malfunction of a part or be perceived as visually
unpleasant. However, in the case of specular and painted surfaces,
curvature defects can hardly be detected with traditional mea-
surement methods like triangulation or stereoscopy. We describe
new strategies to measure the curvature of such surfaces based
on deflectometry. This technique mimics the behavior of a human
observer by using the object under examination as a mirror. By
analyzing its imaging properties, a partial inference on the surface
shape is possible. With this approach, much better results can be
achieved as compared with triangulation methods. Furthermore,
a reliable measurement of defects showing depths of only a few
micrometers is enabled.

Index Terms—Curvature measurement, deflectometry, inspec-
tion, specular surfaces, triangulation.

I. INTRODUCTION

MANY industrial products feature at least a partially
specular behavior, e.g., windshields, lenses, mirrors,

dies, molds, and other polished, varnished, or chrome-plated
objects. Their quality control requires highly accurate systems
for defect recognition and shape measurement. Deflectometry
has proven to be a reliable and accurate approach to accomplish
these tasks [1].

Humans typically inspect such surfaces visually by analyzing
the surrounding reflected in the surface and looking for defor-
mations. Bumps, dents, and waves, which are almost invisible
on diffusely reflecting surfaces, can easily be detected if the
surface is specular. In this paper, we present a deflectometric
measurement method that mimics the behavior of humans and
enables to reliably recognize defects of the surface curva-
ture. Moreover, with regard to the detection of such defects,
the proposed approach outperforms conventional triangulation
methods like fringe projection [2]–[4].

Deflectometry, as is the case with projection techniques, is
based on structured light patterns. When a triangulation method
like fringe projection is used, the camera is focused on the
surface onto which a light pattern is projected, as shown in
Fig. 1(a). Due to the parallax of the camera with respect to the
projector, the pattern viewed by the camera shows distortions
compared to the original pattern [5]. Fig. 1(b) shows how im-
ages are formed in the case of deflectometry. The camera views
the surface, but it records a reflection of the pattern generated
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Fig. 1. Measurement principles. (a) Triangulation. (b) Deflectometry.

Fig. 2. Sensitivity to the surface slope. (a) Triangulation. (b) Deflectometry.

by the screen. In this configuration, the surface becomes a part
of the optical system and, thus, distorts the observed pattern.

Fig. 2 illustrates a difference between the triangulation and
deflectometric methods with regard to changes of the surface
slope. If the surface is tilted at the point P , the camera still
observes the same point of the pattern when projection methods
are used, as shown in Fig. 2(a). The same surface characteristic
leads to imaging of a completely different area of the screen
when deflectometry is employed [see Fig. 2(b)]. In this mea-
surement constellation, the light rays are deviated depending
on both the slope and the distance between P and the pattern
on the screen.

We will show that the sensitivity of our method with regard
to the local surface gradient is roughly proportional to the
distance between the surface point P and the screen so that an
increase of this distance can be used to enhance its sensitivity
[6]. Since the surface is not observed directly, there is a tradeoff
between lateral resolution and sensitivity of the method which
is balanced by the position of the focal plane of the camera.
Focusing on the surface would maximize the lateral resolution
of the surface being inspected at the expense of a reduced
sensitivity. Focusing on the screen, however, allows the capture
of the pattern with the highest resolution possible, but in this
case, the surface is out of focus and thus becomes blurred. As
will be shown in the next section, by using certain patterns, the
focal plane of the camera can be placed close to the surface
without significantly sacrificing the sensitivity of the system.

The remainder of this paper is organized as follows. In the
next section, the concept of the imaging function is introduced,
and a robust method to measure it is proposed. The imaging
function describes the local gradient of the surface, and by
further processing of these data, the local surface curvature can
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Fig. 3. Optical layout of the system. L denotes a point on the screen, and U
denotes the corresponding point on the camera sensor. O is the optical center
of the camera. The vectors e1, e2, and e3 define the camera coordinate system,
whereas e′1 and e′2 refer to screen coordinates. n1 and n2 denote normal
vectors of the surface. All vectors are unit vectors.

be obtained. Section III presents a strategy to perform a relative
measurement of a surface under investigation by comparing its
local curvature with a reference. Finally, Section IV presents
experimental results and shows that our method features a high
sensitivity and allows measuring defects featuring depths of
only a few micrometers.

II. PROPOSED APPROACH

A. Imaging Function

Fig. 3 shows the measurement system schematically. The
correspondence between the coordinates l∗ = (l∗1, l

∗
2)

T of a
point L on the screen given in screen coordinates and the lo-
cation u = (u1, u2,−c)T of its image on the camera sensor de-
scribed in camera coordinates is given by the imaging function

l∗(u) = (l∗1(u), l∗2(u))T (1)

where c denotes the distance between the optical center
of the camera and the sensor plane. The function l∗(u)
implicitly describes the shape of the surface being measured.
Unfortunately, the correspondence between l and u is not
one-to-one, because for any point along the observation ray s, a
surface gradient exists that maps the point L onto the point U .
One way to avoid this ambiguity consists in incorporating
additional constraints to reduce the number of possible
solutions—e.g., to consider sufficiently smooth surfaces only.
Our approach, however, is based on performing a relative
measurement by comparing the surface under investigation
with a reference, as will be described in Section III.

A point P on the specular surface of interest can be described
in a local surface coordinate system by a vector consisting of
two components v1 and v2 parameterizing the surface. In the
camera coordinate system, such a point may be identified by
the vector s starting at the optical center O of the camera and
pointing away from the direction that is defined by the position
vector u. The vector s is a unity vector which is scaled with the
scalar σ describing the distance between the optical center and
the surface point P . Since the surface is always described from

the camera view, and the parameterization of the surface can
be chosen arbitrarily, the surface parameters are chosen such
that they are coupled with the image coordinates

(v1, v2)T
!= (u1, u2)T. (2)

B. Measurement of the Imaging Function

To measure the imaging function according to (1), we con-
sider an intensity pattern consisting of a single bright point L
displayed on the screen, as shown in Fig. 3. The imaging
function for this point could, e.g., be measured by detecting
the brightest point U in the recorded image and retrieving its
coordinates u.

To determine the imaging function for all sensor elements
of the camera simultaneously, a large number of more efficient
coding schemes exist—e.g., binary codes, discrete-Fourier-
transform (DFT) phase demodulation techniques, and Moiré
techniques [7]. Unfortunately, most of them are not suitable to
perform deflectometric measurements [7].

1) Binary codes, like the Gray code, require the camera to
be focused on the screen [8]. Furthermore, even in the
ideal case of a perfect optical mapping, only one-to-one
correspondences between pixels on the screen and pixels
on the camera can be determined. Thus, high-resolution
patterns are necessary to achieve a reasonable spatial
resolution such that defects can be recognized.

2) Standard DFT phase demodulation techniques typically
utilize 1-D patterns and presuppose that the reflected
patterns be aligned with them [9]. Unfortunately, this only
happens with sufficiently flat surfaces. Two-dimensional
DFT phase demodulation methods suffer in a similar
manner, if the surface curvature leads to large deforma-
tions of the reflected patterns.

3) Moiré techniques are based on the interference of two
patterns. They require high carrier frequencies and are
thus sensitive to focal blur. Depending on whether the
interference takes place optically or in a computer, two
cases can be distinguished. Optical Moiré deflectometry
requires an alignment to a reference grid or—if using the
discrete structure of the sensor itself—a costly system
calibration. In the case of numerical Moiré deflectometry,
the signal analysis is similar to the DFT phase demodula-
tion. Thus, the same restrictions apply to both methods.

Phase-shifting methods represent a class of coding tech-
niques to which none of these restrictions apply. Together
with sinusoidal patterns, high-quality results can be achieved—
provided that a suitable decoding and phase-unwrapping
method be chosen. The minimum number of phase steps is
given by the well-known three-bucket algorithm, but in the case
of deflectometry, due to the first-order harmonics introduced by
real sinusoidal patterns, the four-bucket algorithm showed to
process the data more reliably. For this reason, the four-bucket
algorithm was used in the presented system.

However, phase-shifting algorithms have an important draw-
back. They deliver values limited to the range of one period
of the used sinusoidal patterns. Thus, a phase-unwrapping
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algorithm is needed. Phase ambiguities caused by discontinu-
ities and noise cannot be resolved in every case. A solution
to this problem is to perform the phase unwrapping with
information obtained from additional measurements. To retain
the advantageous properties of these methods, a second phase
image is calculated using a wavelength different to the one
used during the first measurement. Unwrapping the phase from
the two-wrapped phase images using the Chinese remainder
theorem (Nonius principle [10]) produced unsatisfactory re-
sults, because the underlying integer arithmetic requires low
noise images, as well as nearly ideal sinusoidal patterns. Such
patterns, however, are usually not achievable with conventional
optical devices.

To compute the phase information more robustly, multiple
images of sinusoidal patterns showing different period lengths
are recorded and then iteratively fused to the imaging function.
The starting period q1 is chosen large enough to cover the
whole measuring range. It delivers a coarse estimate of the
phase values without phase jumps. A second phase image is
then calculated using a fraction of the starting period length
and is subsequently unwrapped using the first image. The
unwrapping is done by adding n · q2, n ∈ Z to each point of the
second image to ensure that the difference between both images
does not exceed the period length q2 of the second image at
any point.

To speed up the unwrapping process and to hide distortions,
regions with a low modulation are masked. As a measure of the
modulation, the spread of each pixel in the coarse phase image
series is used. The fused phase image contains the values of the
imaging function according to (1), which is proportional to the
local gradient of the surface. Owing to this scalable approach,
the accuracy of the measurement system can be adapted to the
inspection needs.

C. Postprocessing

Due to the high dynamic range of the phase image, which
actually represents screen coordinate values, the imaging func-
tion has to be processed for the purpose of defect detection.
First, the magnitude of the gradient of the imaging function is
calculated using a discrete difference operator. This results in
values proportional to the local surface curvature and therefore
highlights changes of the surface slope. Subsequently, the recip-
rocal image is computed to stress the dynamic range of small
slope deviations. Prior to this inversion, one is added to avoid
divisions by zero. The inverted data are basically proportional
to the radius of the local curvature and can be used to perform
an automated inspection.

D. Lateral Resolution

Because the used sinusoidal functions are eigenfunctions of
the optical system, the camera can be focused on a virtual
plane close to the specular surface. This setting was used in
our system. The closer the focal plane can be to the surface the
higher the surface reflectance is. The achieved lateral resolution
is determined by the diameter Dm of the blur spot on the surface
that is assumed to be circular (see Fig. 4).

Fig. 4. Optical path of the measurement system. L denotes a point on the
screen, P on the specular surface, and U in the sensor plane.

The diameter Dm around a surface point P with a normal
vector n(u) can be approximated as follows: first, the position
of the point T is calculated, whose sharp image in the sensor
plane is the point U . Then, the normal vector is projected onto
the aperture plane of the camera. Next, the two points that result
from the intersection of the projected normal vector and the
circle of the aperture with diameter D are determined.1 After
this, the projections of these two points onto the tangential
plane of the surface point P are calculated using the point T
as the projection center. The distance between both points in
the tangential planes is an estimate of the blur spot diameter

Dm(u) ≈ σD

|n(u)e3|
·
∣∣∣∣1 − σV

‖u‖

∣∣∣∣ (3)

where V is the magnification of the camera. For a derivation
and a detailed discussion of this equation, see [11].

E. Sensitivity

Apart from the lateral resolution, sensitivity is one of the
most important features to characterize a measurement system.
Sensitivity is generally defined as the ratio between the ob-
served magnitude and the magnitude of interest. In the follow-
ing, the sensitivity of a deflectometric system will be derived
with regard to changes of both the shift of a location and its
surface slope.

To specify the sensitivity S(u), we shall consider a screen
pattern consisting of a single bright point L1 reflected by the
surface under inspection at the point P and viewed by the
camera at position u. If the surface point P is shifted or
the surface is tilted around this point, not the bright point L1

but a (dark) point L2 of the screen will be viewed by very same
sensor element of the camera described by the vector u (see
also Fig. 2).

Obviously, the imaging function depends on both the shift
of the point P and the surface slope at this very point. The
shift ∆l(u) := L1L2 of the corresponding point of the screen
viewed from the sensor location u represents the observable.
Consequently, to investigate the sensitivity S(u) of a deflec-
tometric system, the magnitude ‖∆l(u)‖ must be determined
(see Fig. 5).

1This relation can be visualized best in a 3-D view (see [11]).
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Fig. 5. Change ‖∆l(u)‖ of the measured screen position after tilting the
tangential plane around a surface point by (∆α, ∆β) and shifting it by ∆h.

To simplify the description of the sensitivity, a local surface
coordinate system spanned by the normal vector at the point P
and the vectors parallel and perpendicular to the reflection
plane will be used. The screen is assumed to be plane and
perpendicular to the reflected observation ray r. A shift ∆h only
affects the reflected ray if it features a component parallel to the
normal vector of the considered surface point. Its contribution
to the shift in the screen plane is

∆lshift = 2∆h sin θ (4)

where θ denotes the elevation angle of the incident observation
ray. The reflected observation ray is shifted inside the reflection
plane if only a shift of the surface point P occurs. The shift
increases with the elevation angle θ and thus with a lower angle
between surface and the optical axis of the camera. The distance
between surface and screen has no effect on the sensitivity if
only a shift occurs.

In contrast, a tilt of the surface with an angle ∆α inside or
a tilt with an angle of ∆β perpendicular to the reflection plane
results in the following change of position of the observed light
source:

∆ltilt,1 = ρ tan(∆θ)

= ρ tan(2∆α)

≈ 2ρ∆α (5)

∆ltilt,2 ≈ 2ρ∆β. (6)

If only a surface tilt occurs, the observed change of position
of the light source is proportional to the distance ρ between
surface and screen. Therefore, the sensitivity can be increased
by increasing this distance.

By combining (4)–(6), a measure for the overall sensitivity
results based on the overall change of position of the observed
light source ‖∆l(u)‖

S(l) = ‖∆l(u)‖

=
√

(∆lshift + ∆ltilt,1)2 + ∆ltilt,2

= 2
√

(ρ∆α + ∆h sin2 θ)2 + (ρ∆β)2. (7)

As can be seen in (7), for sufficiently flat surfaces, the sen-
sitivity S(l) of the deflectometric system depends linearly on
the distance ρ between the surface and the screen. A sensitivity
reduction caused by a simultaneous shift and tilt can therefore
only occur inside the reflection plane.

III. COMPARISON WITH REFERENCE OBJECTS

To perform a quantitative comparison with reference objects,
an accurate alignment of their corresponding data sets is re-
quired. Because an exact positioning of real objects would be
too laborious, the alignment takes place in the computer. To this
end, corresponding features are extracted from both the object
under investigation and the reference object, and these features
will be used to align the data sets.

A. Feature Extraction

Suitable features to perform a data alignment are typically
extracted from surface regions showing a distinct texture. How-
ever, the surfaces under consideration are mostly smooth and
untextured. Additionally, not the surfaces are observed directly
but the surrounding reflected in them.

Features that are independent of the surface texture and
invariant to translation and rotation are the local principal
curvatures κ1 and κ2 along the principal directions, which can
be obtained from the eigenvalues of the Weingarten mapping
matrix [12]. Its calculation is simple, because the imaging
function already describes the surface gradient. In this case,
an approximation of this matrix is obtained from the local
structure tensor [12]. To this end, the values of the imaging
function are combined according to their contribution to the
surface gradient—and, thus, to the local curvature—along the
coordinate directions e1 and e2

ml∗(u)=
(
sgn

(
∂l∗1
∂u1

) ∣∣∣∣ ∂l∗

∂u1

∣∣∣∣ , sgn
(

∂l∗2
∂u2

) ∣∣∣∣ ∂l∗

∂u2

∣∣∣∣
)T

. (8)

If the screen coordinate system is not rotated more than
90◦ with respect to the camera coordinates, the sign of the
local curvature can be reconstructed from the partial derivatives
∂l∗1/∂u1 and ∂l∗2/∂u2. From the combined curvature values, the
structure tensor for a region of radius R

U(u) := {ξ|ξ = u + ε, ‖ε‖ ≤ R} (9)

is obtained

T(u) =
∫

U(u)

(ml∗(u′) × ml∗(u′)) du

≈




∑
U(u)

m2
l∗1

∑
U(u)

ml∗1
ml∗2∑

U(u)

ml∗1
ml∗2

∑
U(u)

m2
l∗2


 . (10)

The principal curvatures can now be determined by

κ1,2 =
1
2

trace [T(u)] ± 1
2

{
trace2 [T(u)] − 4 |T(u)|

}1/2
.

(11)
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The larger eigenvalue corresponds to the maximum local cur-
vature and the smaller one to the minimum local curvature. The
principal directions are always orthogonal.

For the alignment to the data set of a reference object, partic-
ularly regions with pronounced curvature, values are appropri-
ate, because the confidence of an assignment of these regions to
their actual counterparts in the reference data set is very high.
Therefore, only regions with a second principal curvature larger
than a given threshold s1 and a principal curvature ratio in the
range s2 < κ1/κ2 < s3 are considered. The second condition
assures that sharp contours be excluded from the estimation of
the alignment transformation, which may be necessary, if sharp
edges with lower quality than the remaining surface appear.

B. Data Alignment

The data alignment assures that only corresponding regions
be compared when calculating the deviation between the data of
the object under investigation and the reference object. Without
a proper alignment, even the wanted curvature of the surface
would yield large differences between both data sets.

The shape context descriptor (SCD) was originally proposed
for the purpose of shape recognition [13]. It relies on the
assumption that the shape of an object can appropriately be
represented by its internal and external contours. To represent
the contours in a compact manner, a set of vectors is considered,
originating from a point x1 of a contour to all other sample
points of the shape. These vectors express the configuration
of the entire shape relative to the selected reference point.
This point distribution yields a robust, compact, and highly
discriminative descriptor. For a point xi of the shape, a coarse
histogram hi of the relative coordinates of the remaining n − 1
points xj

hi(k) = |{j �= i : (xj − xi) ∈ bin(k)}| (12)

is computed. This 2-D position histogram associated with xi is
called the shape context of this point. To make the descriptor
more sensitive to positions of nearby sample points, bins that
are uniform in log-polar space are used.

SCDs help to incorporate global image properties in the
matching process. Additionally, they do not depend on the in-
variance of pixel intensities but instead only depend on the
invariance of relative positions of the feature points. Therefore,
shape context matching yields a substantial amount of robust-
ness against image noise.

To align the data, the following 2-D affine mapping A is
performed:

u′
i,obj =


 u′

i,obj,1

u′
i,obj,2

1


 = Au′

i,ref

=


 a1 a2 a3

a4 a5 a6

0 0 1





 u′

i,ref,1

u′
i,ref,2

1


 . (13)

i = 1, . . . , m, where m is the number of found corre-
spondences. To accurately estimate the mapping parameters

Fig. 6. Defect on the enclosure of a car door window.

a1, . . . , a6, typically 500–20 000 point correspondences are
necessary. To achieve a robust estimation, a least-median-
of-squares approach has been chosen [14], [15]. A subset
consisting of three point correspondences is chosen randomly
n times (n > 1000) from the set of all point correspondences.
For each subset, an affine matrix is calculated using a least-
squares method. Then, for any of the n estimates of A, the
median of the squared distances between the predicted and the
measured corresponding points is calculated

ei = med
[
(Aiuj,ref − uj,obj)2

]
, j = 1, . . . , m. (14)

The matrix A∗
i yielding the smallest error ei is taken as the best

estimate of A. This matrix is applied to the reference image
to align it with the measured image, and then, the difference
between both images is computed.

Unfortunately, slight differences in the orientation of both
objects under comparison cause a nearly constant offset of the
gradient data for the whole object data set. For this reason,
high-pass filtering is finally applied to the difference image
to enhance it. The resulting image describes the location and
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Fig. 7. Area of a car door with three marked defects.

magnitude of defects in the measured part and can be quanti-
tatively analyzed by means of conventional image processing
methods.

IV. EXPERIMENTAL RESULTS

The performance of the method is demonstrated with two
painted car doors. Figs. 6 and 7 show the corresponding mea-
sured imaging functions, which have been processed as de-
scribed in Section II-B. The postprocessing weights the defects
according to their visibility, because defects on highly curved
areas are visually less disturbing than those on flat regions. In
Fig. 6, a defect on the enclosure of the window of a car door is
depicted. The defect—a dent—would have lead to a rejection of
this car door. Fig. 7 shows the measurement result of the central
area of another car door. The three marked regions feature
defects of different magnitude. The dent beneath the grip tray
(marked 1) has a depth of approximately 5–10 µm and can be
repaired. The defects next to the fixture of the exterior mirror
(marked 2) and to the border of the bumper guard (marked 3),
however, are more severe. The insertion beneath the regions 1
and 2 corresponds to a design edge of the door. The values
around this edge are very small for two reasons: First, the

normalization based on the local curvature assigns a very small
weight to this region, and second, the design edge is produced
with a very high accuracy.

In both cases, the comparison of the measured imaging
function of a surface with a reference object allows a precise
assessment of the surface quality. Since the presented approach
mimics the behavior of a human observer inspecting a specular
surface, the obtained results match the errors that would be
perceived by such an observer.

V. CONCLUSION

The presented deflectometric method utilizes the surface
under inspection as a mirror in a known surrounding and
achieves a highly accurate measurement of gradient errors. The
comparison of the measured imaging function with the data of
a reference object allows a precise assessment of the surface
quality. Since this approach mimics the inspection behavior of
humans, the results match the errors perceived by a human.
However, it is often difficult to provide adequate reference
objects. A solution to this problem could be based on using
computer-aided-design data of the part, which is often available
from the product design process.
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